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Newton Method for Finding Roots of Univariate Functions

Let f be a real function, continuous in [a,b] and differentiable in (a..b) 

Accordingly to the mean value theorem: 

r1,r2[a,b] [min(r1,r2),max(r1,r2)] 
f(r1)=f(r2)+(r1  r2)f ’()

If r2 is a root of f then f(r2)=0 and so: 

r1,r2[a,b] [min(r1,r2),max(r1,r2)] 
f(r1)=(r1  r2)f ’()

r1,r2[a,b] [min(r1,r2),max(r1,r2)] 
r2= r1f(r1)/f ’()

And solving it in order to r2: 

Therefore, if there is a root of f in [a,b] then, from any point r1 in [a,b]

the root could be computed if we knew the value of 
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Newton Method for Finding Roots of Univariate Functions

-20

-10

0

10

20

30

0 1 2 3 4 5 6 7 8 9 10

x

f(
x
)

The idea of the classical Newton method is to start with an initial

value r0 and compute a sequence of points ri that converge to a root

To obtain ri+1 from ri the value of  is approximated by ri:

ri+1= rif(ri)/f ’()  rif(ri)/f ’(ri)
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Newton Method for Finding Roots of Univariate Functions
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Near roots the classical Newton method has quadratic convergence

r
0

r1=+

However, the classical Newton method may not converge to a root!
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Interval Extension of the Newton Method

The idea of the Interval Newton method is to start with an initial

interval I0 and compute an enclosure of all the r that may be roots

r1,r[a,b] [min(r1,r),max(r1,r)] r= r1f(r1)/f ’()

If r is a root within I0 then: 

r1I0
r r1f(r1)/f ’(I0) (all the possible values of  are considered)

 I0

In particular, with r1=c=center(I0) we get the Newton interval function: 

r  cf(c)/f ’(I0) = N(I0) 

Since root r must be within the original interval I0, a smaller safe 

enclosure I1 may be computed by: 

I1 = I0  N(I0)

17 Nov 2015



Lecture 3: Interval Newton Method 7

Interval Extension of the Newton Method
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The idea of the Interval Newton method is to start with an initial

interval I0 and compute an enclosure of all the r that may be roots
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Interval Extension of the Newton Method

Newton Function, Newton Step and Newton Narrowing

Newton Function. Let f be a real function, continuous and differentiable in the closed 

real interval I, and f’ its derivative. Let F and F’ be interval extensions of f and f’, 

respectively. Let c be the mid value of the interval I (c=center(I)). The interval Newton 

function N with respect to f is:    
)(

)(
)(

IF

cF
cIN


   

Newton Step. Let f be a real function, continuous and differentiable in the closed real 

interval I. Let N be the Newton function with respect to f. The Newton step function NS 

with respect to f is:  

NS(I) = I  N(I)  

Newton Narrowing. Let f be a real function, continuous and differentiable in the closed 

real interval I. Let NS be the Newton step function with respect to f. The Newton 

narrowing function NN with respect to f is:  

        if NS(I)=  

NN(I) =       I  if NS(I)=I 

NN(NS(I))  if  NS(I)I  
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Interval Extension of the Newton Method

Example of the Interval Newton Method

 

I4  
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f(x1) 

f E  x1 – x1

2
 FE  X1 – X 

1
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0.5 2.0 1.5 1.0 

f’E  1 – 2x1 F’E  1  – 2X1
  

I0  
I1  

I2  
I3  

[cI] = [center(Ii)] 

f’(x1) 

i Ii [cI] FE([cI]) F’E(Ii) N(Ii)

0 [0.500..2.000] {1.250} [-0.313..-0.312] [-3.000..0.000] [-..1.146]

1 [0.500..1.146] {0.823} [0.145..0.146] [-1.292..0.000] [0.936..+]

2 [0.936..1.146] {1.041} [-0.042..-0.042] [-1.292..-0.872] [0.991..1.009]

3 [0.991..1.009] {1.000} [0.000..0.000] [-1.018..-0.982] [1.000..1.000]

4 [1.000..1.000] {1.000} [0.000..0.000] [-1.000..-1.000] [1.000..1.000]
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Interval Extension of the Newton Method

Extended Interval Arithmetic for the interval Newton Method

Using extended interval arithmetic, the result of the Newton

function is not guaranteed to be a single interval:

division by an interval containing zero may yield the union of two intervals

The solution could be to use the union hull of the obtained intervals

A much better approach is to intersect separately each obtained

interval with the original interval and then:

If the result of the intersection is a single interval, the Newton narrowing

can normally continue.

Otherwise, the union hull of the obtained intervals should be considered
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Properties of the Interval Newton Method

Soundness

Soundness of the Interval Newton Method with Roots. Let f be a real function, 

continuous and differentiable in the closed real interval I. If there exists a zero r0 of f in I 

then r0 is also in N(I), NS(I) and NN(I), where N, NS and NN are respectively the Newton 

function, the Newton step function and the Newton narrowing function with respect to f: 

r0 I  f(r0)=0  r0 N(I)  r0 NS(I)  r0 NN(I)    

If a zero of a function is searched within an interval then it may be

searched within a possibly narrower interval obtained by the

Newton narrowing function with the guarantee that no zero is lost

Soundness of the Interval Newton Method without Roots. Let f be a real function, 

continuous and differentiable in the closed real interval I. If NS(I)= or NN(I)= (where 

NS and NN are respectively the Newton step function and the Newton narrowing function 

with respect to f) then there is no zero of f in I: 

NS(I)=  NN(I)=  r0I  f(r0)=0  

If the result of the Newton narrowing function is the empty set then

the original interval does not contain any zero of the real function
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Properties of the Interval Newton Method

Proving the Existence of a Solution

Despite its soundness, the method is not complete: in case of non

existence of a root the result is not necessarily the empty set

Therefore obtaining a non empty set does not guarantee the

existence of a root

However, in some cases, the Newton method may guarantee the

existence of a root

Interval Newton Method to Prove the Existence of a Root. Let f be a real function, 

continuous and differentiable in the closed real interval I. Let N be the Newton function 

wrt  f. If the result of applying the Newton function to I is included in I then there exists a 

zero of f in I:  

N(I)  I  r0I  f(r0)=0  
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Properties of the Interval Newton Method

Convergence and Efficiency

The interval arithmetic evaluation of any Newton narrowing

function is guaranteed to stop

Convergence of the Interval Newton Method. Let f be a real function, continuous and 

differentiable in the closed real interval I. The interval arithmetic evaluation of the 

Newton narrowing function (NN) with respect to f will converge (to an F-interval or the 

empty set) in a finite number of Newton steps (NS).  

Convergence may be quadratic for small intervals around a simple

zero of the real function:

width(NS(n+1)(I0))  k(width(NS(n)(I0))
2

Moreover, even for large intervals the rate of convergence may be

reasonably fast (geometric):

If 0F([c]) and 0F’(I) then width(NS(I))  0.5width(I)
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Enclosing the Zeros of a Family of Functions

The method can be naturally extended to deal as well with real

functions that include parametric constants represented by intervals

The intended meaning is to represent the family of real functions

defined by any possible real instantiation for the interval constants

The existence of a root means that there is a real valued

combination, among the variable and all the interval constants, that

zeros the function
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Enclosing the Zeros of a Family of Functions
 

 

 [1.1..1.8] 
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I0 

FE  X1  ([0.5..1.5] – X1) 

NN(I0) 

 [-0.5..0.2]  [0.3..1.0]  [1.9..2.6] 

 [0..0.001]  [0.3..1.0]  [1.1..1.554]  

F’E  [0.5..1.5] – 2X1 

If the initial interval is [-0.5,0.2] the unique zero is successfully

enclosed within a canonical F-interval [0..0.001]
(assuming that the canonical width is 0.001)
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Enclosing the Zeros of a Family of Functions
 

 

 [1.1..1.8] 
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NN(I0) 

 [-0.5..0.2]  [0.3..1.0]  [1.9..2.6] 

 [0..0.001]  [0.3..1.0]  [1.1..1.554]  

F’E  [0.5..1.5] – 2X1 

If the initial interval is [0.3,1.0] it cannot be narrowed because both

FE([0.65]) and F’E([0.3..1.0]) include zero
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Enclosing the Zeros of a Family of Functions
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 [-0.5..0.2]  [0.3..1.0]  [1.9..2.6] 

 [0..0.001]  [0.3..1.0]  [1.1..1.554]  

F’E  [0.5..1.5] – 2X1 

If the initial interval is [1.1,1.8] the right bound is updated to 1.554
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Enclosing the Zeros of a Family of Functions
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 [0..0.001]  [0.3..1.0]  [1.1..1.554]  

F’E  [0.5..1.5] – 2X1 

If the initial interval is [1.9,2.6] it can be proven that it does not

contain any zeros
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